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Clinicians wishing to quickly
answer a clinical question may
seek a systematic review, rather
than searching for primary articles.



Systematic review and meta analysis?

Quantitative approach for
systematically combining results of
previous researchto arrive at
conclusions about the body of research.



What does it mean?

Quantitative : numbers

Systematic : methodical

combining: putting together

previous research: what's already done

conclusions: new knowledge



Table 1A: Relevant features of study design to be considered when deciding whether to pool studies in a
systematic review

Fatients Interventions Outcomes Study methodologies




Table 1B: Relevant features of study design to be considered when deciding whether to pool studies in a
systematic review examining the effect of antibiotics in patients with obstructive lung disease

Patients Interventions Cutcomes Study methodologies

Patient age Same antibiotic in all studies Death All randomized trials
Patient sex Same class of antibiotic in all Peak expiratory flow Oinly blinded randomized

Type of lung diseas studies Forced expiratory volume in  trials
ie.g., emphysema, Comparison of antibiotic with the first second Cohort studies
chronic bronchitis) |:||.E|CE-|‘:||:|

Comparison of one antibiotic with
another




(present study)
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Assessment of Quality and Selection of Studies

* Quality varies, therefore
Standardized Assessment (?blind*)
Group/Rank by quality

« Select a threshold, e.g. all prospective

studies with blind reading of reference and
Index tests.



Assessing a Study of a Test

(Jaeschke et al, JAMA, 1994, 271: 389-91)

Was an appropriate spectrum of patients
iIncluded?

— (Spectrum Bias)
All patients subjected to a Gold Standard?
— (Verification Bias)

Was there an independent, "blind" comparison
with a Gold Standard?

— Observer Bias: Differential Reference Bias
Methods described so you could repeat test?



Exposed Non-Exposed Odds Ratio Weight Odds Ratio
n,/N, n,/N, (95% CI Fixed) % (95% CI Fixed)
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Fig. 1. Individual and cumulative Mantel-Haenszel summary odds ratio for corticostercid-exposed
cohort studies for major malformations with and without the Heinonen et al. (77) analysis.
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Fig. 2. Individual and cumulative Mantel-Haenszel summary odds ratio for corticosteroid-exposed
casa-control studies focusing on oral clafta,




Our discussion focuses on the gualitative,
rather than the statistical (Cochran’s Q
test and I"2 statistic), assessment of
heterogeneity.



This Is an approach to evaluating
potentially important differences in the
results of individual studies being
considered for a meta-analysis. These
differences are frequently referred to as
heterogeneity.



Welighting studies

* More weight to the studies which give us
more information

— More participants
— More events
— More precision

* \Weight is proportional to the precision



Does It make sense to combine?

* Do we need studies to be exactly the
same?

* When can we say we are measuring the
same thing?



Are the studies consistent?

e Are variations Iin results between studies
consistent with chance?

(Test of homogeneity: has low power)

* If NO, then WHY?

— Variation in study methods (biases)

— Variation in intervention

— Variation in outcome measure (e.g. timing)
— Variation in population



Two concepts are commonly implied in the assessment of heterogeneity.

The first is an assessment for heterogeneity within 4 key elements of the design of
the original studies:

patients,
interventions,
Outcomes, and
methods.

The second concept relates to assessing heterogeneity among the results of the
original studies.

Even if the study designs are similar, the researchers must decide whether it is useful
to combine the primary studies’ results.



What is the clinician to do when presented with results such as those in these
Figures?

differences in patients (effects may be larger in sicker patients),

in interventions (larger doses may result in larger effects),

in outcomes (longer follow-up may diminish the magnitude of effect) and,

in study design (methodologically weaker studies may generate larger effects).

The investigators will then have to examine the extent to which these hypotheses
can explain the differences in magnitude of effect across studies. This is called
subgroup analyses. This may also be misleading.



Box 2: Questions to ask when evaluating a subgroup
analysis in a meta-analysis™

Was the subgroup comparison based on a within-study,
rather than a between-study, comparison?

Is the magnitude of the difference in effect between
subgroups large?

s the effect consistent across studies?

Is the difference in effect statistically significant?

Was the subgroup analysis planned in advance by the
trialists?

Were many subgroup analyses performed and selectively
reported?

Is the difference in effect in the subgroup supported by a
biological hypothesis?




There are two criteria for not combining
the results of studies in a meta-analysis:

* Highly disparate point estimates and,

« Confidence intervals with little overlap.



*+— Favours new Mo difference Favours control ———
treatment
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Although statisticians (and statistical software) can
calculate 95% confidence intervals, clinicians can
readily estimate the upper boundary of confidence
intervals for proportions with very small numerators.



Table 1A: Relative risk and relative risk reduction observed
in 5 successively larger hypothetical trials

Control event Treatment Relative
rate event rate Relative risk, %  reduction,
274

10720

20440

S0/700 2500

5001000 2501000

iyl cvenl rake
the Elative riek reduction would be




Table 1B: Confidence intervals (Cls) around the relative risk reduction in
5 successively larger hypothetical trials

_ - Cl around relative risk reduction, %
Control Treatment  Relative Relative rish —ounvn—
event rate event rate sk, % reduction, % Intuitive C1*  Calculated 95% CI*+

2/4 ! 50 50 to 90 -174 to 92

10720 /20 ] 50 =20 to 90 —14 to 79.5
' 50 0 to 90 9.5t 734

oS00 25100 ! 50 201to 80 26.8 to G6.4
SO0/ 000 20100 ! G0 40t &0 43.5 to 55.9




Table 2: The 3/n rule to estimate the upper limit of the
95% confidence interval (Cl) for proportions with 0 in the
numerator

Observed Upper limit of
n proportion 3'n 95% Cl

20 0/20 3/20 0.15 ar 15%

100 0100 3100 0.03 or 3%

V300 37300 0.01 or
1000 01000 341000 0.003 or 0.3%




Table 1: Method for obtaining an
approximation of the upper limit of the
95% confidence interval (CI)*

Ohbserved Mumerator for calculating
numerator  approximate upper limit of 9

10
*For am

the learner substitutes the numerator in the n
When this value is divi

confidence interval is approximately 9 + 15 =06 0




ImMmary points

Forest plots show the information from the
individual studies that went into the meta-analysis

at a glance

3 variation between the
studies and an estimate of the overall result

Forest plots, in various torms, have been
published tor about 20 years

During this tme, they have been improved, but it
1s still not easy to
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